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The second image shows the boy and dog tripping over the tree branch, with the boy



images. The viewer sees boots sticking out of the water and must recognize that those are
the boy’sboots. Establishing this relationship has implications at the level of the narrative



assumptions equally apply to real-world scene perception. SPECT bridges theories of

scene perception (Henderson & Hollingworth, 1999; Irwin, 1996), event cognition (Rad-



to catch”) and narrow categorizations (e.g., “running” in Fig. 1). The information





frog in the woods, but fell in the pond, in Fig. 1). From these stored event models, more
semantic event schemas can be derived in semantic LTM by averaging across multiple
event model instances (e.g., Hintzman, 1988). The recently stored event models in episo-
dic LTM will feed back to and in�uence the new current event model in WM (e.g., the



2.1.1. Information extraction
What types of information are extracted during a single eye �xation? SPECT distin-



has been demonstrated in �lm viewing, although this is believed to be more dif�cult



objects), the properties of those entities (e.g., colors, sizes, emotions, goals), the actions



consider bridging inferences important (McNamara & Magliano, 2009) because they are
required when comprehenders perceive a gap in the narrative events (e.g., Magliano
et al., 2016), or when two narrative events are causally related (e.g., Suh & Trabasso,
1993). For example, in Fig. 1B, the Bridging-Event image shown in Fig. 1A is missing.
Thus, for viewers seeing only the Beginning-State and End-State images in Fig. 1B, they
would need to generate a bridging inference to coherently map the information from the
End-State image (boy and dog fell in the pond) onto the foundation of the event model
created based on the information from the Beginning State image (boy and dog running
down the hill to catch a frog).

2.2.3. Shifting
When mapping is no longer possible, the viewer shifts to create a new event model. This

occurs when new incoming information produces a trigger signal, resulting inevent seg-
mentation, which parses this continuous activity into discrete events (Kurby & Zacks, 2008;
Magliano et al., 2012). For example, when watching someone making breakfast, we recog-
nize the discrete actions of taking a slice of bread out of a loaf, putting the slice in a toaster,
toasting it, taking it out of the toaster, and putting it on a plate (Newtson, 1973; Newtson,



unrelated to understanding the story while viewing a visual narrative (Hutson et al., 2017;
Lahnakoski et al., 2014). This seems relatively uncommon when people read comics or
watch movies for pleasure, but it is very common when students are given educational
tasks in school settings (Britt, Rouet, & Durik, 2018; McCrudden, Magliano, & Schraw,





However, for scenes involving richer characterization and dialogue, the formal deci-
sions comic artists and �lm directors make when composing their scenes may result in



largely unexplored (Magliano, Clinton, O’Brien, & Rapp, 2018). HoweverGo5liano,SPECT





what information is extracted during single �xations in the front-end? SPECT provides a



the new event model.4



the viewer was asked the categorize the target scene. The key manipulation was to present
the image sequences in coherent versus randomized order. The results showed that viewers





comics across pairs of adjacent busy panels sharing much of the same background.
Within the Attentional Theory of Cinematic Continuity (AToCC) (Smith, 2012a, 2012b),
these effects are explained aspostdiction, the backwards inference of the details of the
event after it has begun rather than predictive inference (Smith & Martin-Portugues San-
tacreu, 2017). Whether this absence of predictive inference is speci�c to the fast-paced
sequences used in these studies is not currently known. In fact, such postdictive infer-
ences are very similar to the bridging inferences that have shown to be commonly drawn
in picture story studies (Hutson et al., 2018; Magliano et al., 2016). Predictive inferences
do obviously occur in �lm, with many having been intentionally targeted by the �lmmak-
ers through �lmmaking techniques (Magliano, Dijkstra, & Zwaan, 1996). Thus, it is pos-
sible that postdictive bridging inferences are more commonly generated during �lm
viewing than predictive inferences, which appears to also be the case with narrative text





bridging event was more highly activated in WM than an actually viewed bridging event,



viewers’ event models. However, when we measured viewers’ eye movements as they
watched the �lm clips, their gaze behavior indicated a high level of attentional synchrony
both within and across the Context and No-context conditions. Only in a shot that had essen-
tially no motion (Fig. 8, Shot 4), in which viewers were free to explore the shot of the circus





between the event model and attentional selection, and more research is warranted to



of the screen, which should affect the process of information extraction, which then
affects passive knowledge activation, which in turn affects back-end event model building
processes (e.g., Kintsch, 1988). However, the lack of opportunities for regressive eye



As noted above, a key research question suggested by SPECT is whether static versus
dynamic visual narratives differ in the degree to which the event model in�uences atten-
tional selection. To answer this question will require at least two things: (a) visual narra-







conveying meaning. Auditory information is vital to the practices of storytelling in �lm-
making (Batten & Smith, 2018; Bordwell, 1985) and representations of speech, thought,
narration, and sound effects are vital to storytelling in comics (Cohn, 2013a). Moreover,



out that comic readers can likely recognize the gist of the background within their
�rst �xation of a comic panel using their peripheral vision (i.e., without �xating it).
Speci�cally, studies have shown that, within a single �xation on a photograph,
viewers can accurately categorize the scene background (e.g., beach vs. mountain
vs. street vs. bedroom) using only their peripheral vision (Bouca2fyMoroni,ionThi-ph,
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